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Abstract
Water plays a critical role in our living and manufacturing activities. The continuously growing exploitation of water over the aquifer poses a risk for over-extraction and pollution, leading to many negative effects on land irrigation. Therefore, predicting aquifer water level accurately is urgently important, which can help us prepare water demands ahead of time. In this study, we employ the Long-Short Term Memory (LSTM) model to predict the saturated thickness of an aquifer in the Southern High Plains Aquifer System in Texas, and exploit TensorBoard as a guide for model configurations. The Root Mean Squared Error of this study shows that the LSTM model can provide a good prediction capability using multiple data sources, and provides a good visualization tool to help us understand and evaluate the model configuration.
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1. Introduction
Water is the basic element that human relies on for all living and manufacturing activities. As rainfalls are not equally distributed in the world, surface water does not meet the demand to sustain many areas. In this case, it is necessary to turn to groundwater found in aquifers to support daily activities. The Ogallala Aquifer [GH70] is underground water surrounded by sand, silt, clay and gravel, underlying approximately 175,000 square miles from South Dakotas to the Texas in United States. The Ogallala Aquifer of Texas provides 96 percent of underground water for irrigation and 36 percent for municipal demands and thus plays a critical role to the economical development of this region. Wells drilled in these areas must reach to a certain point to pump up water and this point must be in the saturated thickness, which is the distance between the water table and base of the aquifer. Due to the excessive use of water, the saturated thickness has declined consistently through time [GMP11] although there are numerous recommendations of using the Ogallala Aquifer, including drilling new wells, over-drafting, reallocating supplies or developing well fields [GMP11]. From this point of view, there is a need to have good water management strategies for proper water management strategies for a sustainable use of the aquifer system. One necessary requirement is to continuously monitor groundwater levels [DNKU17].

There are number of studies conducted to address the challenges of the Ogallala Aquifer Systems and provide some projections [BM71,BM79,DRM01,McA84,SBY∗13]. However, most of these studies focus on economy impacts, specific to other regions or indicators that are not relevant to current time due to the changing of economical growth or expansion of non-agriculture areas. As the saturated thickness being depleted, the purpose of our study is to predict the saturated thickness as the first step for water management. In addition, this study also provides an indicator for non-experts in machine learning to select suitable configurations for the LSTM model.

The key contributions of this paper thus are:
- It employs the Long-Short Term Memory (LSTM) model to predict the saturated thickness of eight counties in Texas. This model can be extended to any other counties given sufficient data.
- It integrates the TensorBoard visualization which enables users to analyze and optimize model configurations.
- It reports the performance of the trained model on eight data-sets.

The rest of this paper is organized as follows: In Section 2, a summary of existing work is presented. Section 3 describes the data-sets along with model development based on the TensorFlow framework. Performance and result are discussed in Section 4. Finally, the conclusion and future work are represented in Section 5.

2. Related Work
There are plenty of water forecasting studied and reported in the literature. In this section, we have no intention to exhaustively review all of them. Instead, we discuss the most relevant work to our study.

Currently, there are only a few studies conducted to predict the saturated thickness of the Ogallala Systems in Texas. A complete study made by Dutton et al. [DRM01] in 2001, they created a conceptual model that was capable of predicting underground water
levels of 18 counties in Texas by 2050. However, this study was based on the assumptions that pumping remains constant until a well is depleted and projected pumping rates were based on the continuation of agriculture and economic development. These indicators are unstable since a reported by RN Wilkins et al. [WSF09] in 2009 indicated that approximately 100,000 acres of Texas working lands were converted to non-agricultural uses from 2007 to 2012.

Steward et al. [SBY*13] proposed an integrated method for forecasting groundwater depletion by 2110. The study found that nearly 70 percent of underwater will be depleted in the next 50 years given the current trends in Kansas. A logistic function was developed based on the dimensionless saturated thickness to approximate groundwater level over time.

This paper tries to solve the same problem but with a different approach, it provides a guideline for hydrologists to look into the blackbox of model training and choose choose an optimal configuration.

3. Methods

The data set in this study is a time series data, that is, the saturated thickness is observed, recorded and indexed in time order. Time series prediction is to have a model to predict the future values based on the previously observed values. The most popular model for time series prediction is the Autoregressive Integrated Moving Average (ARIMA) model. However, this model has two main drawbacks because of its assumptions, that is, there is a linear relationship between independent and dependent variables and a constant standard deviation in errors in the model over time [KPSR14]. Real world data often does not often satisfy these assumptions as shown in our study data set in Figure 3. The Generalized AutoRegressive Conditional Heteroskedasticity (GARCH) model [Bol86] can be employed to elaborate these assumptions, however, optimizing the GARCH model parameters is a challenging task. In recent years, deep learning has gained its popularity to address the existing challenges of time series prediction, particularly the Long Short-Term Memory (LSTM) model proposed by Sepp Hochreiter and Jurgen Schmidhuber [HS97]. The LSTM model is basically a Recurrent Neural Network, it is capable of predicting future values based on not only previous values but also long past values in sequence. Cell state is the key to LSTM which is the horizontal line running through the top of the diagram as depicted in Figure 1. Information in the cell state can be added or removed by three operational gates.

- **Forget gate (Figure 1–A):** This sigmoid layer decides what information will be thrown away through a function: 
  \[ f_t = \sigma \left( W_f h_{t-1} + x_t + b_f \right) \] 
  This function gives output between 0 and 1. Value of 0 means completely get rid of this while value of 1 indicates completely keep this information.

- **Input gate (Figure 1–B):** The previous output and the new input are taken by this gate and passed through another sigmoid layer. This gate also returns an output between 0 and 1 by a function
  \[ i_t = \sigma \left( W_i h_{t-1} + x_t + b_i \right) \] 
  A vector of new candidate values is created
  \[ \tilde{C}_t = \tanh \left( W_c \left( h_{t-1} + x_t \right) + b_c \right) \] 
  then combined with the value of the input gate \((i_t \cdot \tilde{C}_t)\) and old state \((C_{t-1} \cdot f_t)\) to decide how much to update each state value.

- **Output gate (Figure 1–C):** This gate decides how much of the cell state will be output we run a sigmoid layer
  \[ o_t = \sigma \left( W_o h_{t-1} + x_t + b_o \right) \] 
  Then, the cell state is put through \( \tanh \) and multiplied with the output of the sigmoid gate
  \[ h_t = o_t \cdot \tanh(C_t) \]

3.1. TensorFlow Architecture

In 2011, The Google Brain [Bra11] project was started to explore the use of very large scale deep neural networks. As a result of this project, TensorFlow [AAB*16] is the second–generation machine learning system, which uses data flow graphs (Figure 2) to build models. Compared to its predecessor DistBelief [DCM*12], this system is more flexible, scalable, and better performed, especially it supports a wide range of models for training on a variety of heterogeneous hardware platforms. In Figure 2, the instantiation of an operation is represented by a node which has zero or more inputs/output. The edges (or paths) of the graph allow the data to flow from node to node. Value that flows along the edges is called tensor, which is a multidimensional array. Because of the dynamically sized data arrays, it is possible to create almost any type of data flow graph. TensorBoard has special features to view the machine learning model and its ability to evaluate the performance of the models with desired metrics. This paper employs the TensorBoard framework to analyze the neural network model.

3.2. Data-set and data pre-processing

Data Description: The data for this study was retrieved from two different sources (Water Resources Center [Uni17] and Water Data
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for Texas [DWM17]), which contains 9 features (ID of well, longitude of well, latitude of well, county, month of measuring the saturated thickness, day of measuring the saturated thickness, water elevation, and the saturated thickness). Figure 3 provides a brief trend of wells data over eight counties. Observations were mostly collected from 1/2002 to 9/2016. The two last county data (Swisher and Deaf Smith) were collected from 12/2002 to 9/2016.

Handling missing data: Some data are missed in some months, as depicted by a discontinued line in Figure 3. Linear regression method [CCWA13] is applied to impute the missing values.

As shown in Figure 3, there is trending down in the time series data, so normalization is applied for the entire dataset before training. Supervised learning technique is used for predicting the saturated thickness at the current month (t) given the water level, water elevation and saturated thickness measurement at the previous month (t-1).

3.3. Model evaluation

Let \( y_i \) denotes the \( i^{th} \) observation value, \( \hat{y}_i \) is the corresponding predicted value and \( n \) is the number of observations. The predicted error is measured by \( e_i = y_i - \hat{y}_i \). We use the two most commonly measures for this scale-dependent: Mean Absolute Error (MAE) for training and Root Mean Squared Error (RMSE) to evaluate the performance of the trained model. Mathematical expression of the two measures are given as below respectively.

\[
MAE(y, \hat{y}) = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \quad (1)
\]

\[
RMSE(y, \hat{y}) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \quad (2)
\]

4. Experimental Results

4.1. Experiment Setup

For training and testing data. The first 85 % observations are used for training and the remaining 15 % observation are used for testing. We setup the LSTM model with 50 neurons in the first hidden layer, one neuron in the output layer for predicting the saturated thickness. Mean Absolute Error is used as a loss function. For optimization we use the Adam version of the stochastic gradient descent [KB14]. For training the LSTM model, the number of samples per gradient update (batch size) is 72, the number of times iterating over the training data is 100.

4.2. Prediction Performance

It is an arduous task in neural networks to pick up efficient and tight parameters to feed, because neural nets have been considered as a black box [BCR97] in which there is no clear explanation of its behavior. It is essential for scientists to inspect and understand their networks, while TensorBoard is a great web application to support these tasks. Figure 4 provides a brief information of the model performance for each county (each line) based on testing and training data. Predictions and test data are combined and inverted into their original values to calculate the Root Mean Squared Error (RMSE) for the model; it gives an error in the same units as the variable itself. Figure 4 (right) column depicts the error scores of the model for eight counties. Overall, the proposed model performance is good when applying for different datasets with RMSE less than 0.5, the only one exception is with Crosby county (second row) when there is a sudden decrease in the saturated thickness in the last month, but this error score is acceptable compared to the saturated thickness unit.

Figure 4 left and middle columns are found to be useful for the configuration of parameters in neural networks. Figure 4 left column shows MAE loss function values during each iteration (or epoch) in the training data while the middle column shows these
values in the test data. These two columns provide an indicator whether we should stop training visually. The learning process should stop when the loss begins to stable even with the increase of the number of epochs because the model will not learn any more useful knowledge. In Figure 4, most models start to converge around 100 iterations, except models for Deaf Smith and Swisher counties which need more than 200 epochs to converge. Knowing this information is important because it allows stopping training the model at the early stage to reduce training time or avoid overfitting/underfitting.

4.3. Discussion

While building, constructing and training deep neural network is complex and sometimes confusing to non-experts, TensorBoard serves as a great visualization tool that helps analysts to better understand, debug, and optimize TensorFlow programs by reading from the checkpoint files when TensorFlow variables are saved. When looking at the TensorGraph, as depicted in Figure 2, analysts can check if the proposed neural net is configured correctly (all components should be connected) or debug the tensors flowing along the graph. It can be seen from the Figure 2 that, from lstm to dense, there is a question mark (?) in the TensorGraph, meaning that the dimension is unknown.

Predicting water level is not a new area as there are many researches working on this problems. However, the performance of a studied model mostly depends on selecting parameters to feed into the models or the characteristics of the data. Understanding the black box inside neural networks is still difficult for many researchers, and TensorFlow is one of the suitable tools to unveil this flow of operations. One major problem that we face in this research is the ability to fully understand the whole architecture of TensorFlow since it is still developing and many features are undocumented. Another problem is inadequate data with other wells, one possible approach to overcome this problem is to combine with other resources, such as weather data, water consumption, or social network data, for prediction.

5. Conclusion

In this paper, we applied the LSTM model to predict the saturated thickness of eight counties in Southern High Plains Aquifer System in Texas. Our experiment runs on TensorFlow architecture, and TensorBoard is used to analyze the hidden network layers as well as a guideline for model configurations. The contributions of this paper are two folds: based on the proposed model, it helps scientists, water managers to forecast the saturated thickness in a given area as the first step for water management. Second, it provides a direction for the non-expert in machine learning on how to select appropriate configurations based on model graph visualization. In future work, we are going to focus on real-time prediction when incorporating other information such as weather data and social media.
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